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Abstract. We present an overview of a mature, robust and general algorithm providing a single framework for the inversion
of most electromagnetic and electrical data types and instrument geometries. The implementation mainly uses a 1D earth
formulation for electromagnetics and magnetic resonance sounding (MRS) responses, while the geoelectric responses are
both 1D and 2D and the sheet’s response models a 3D conductive sheet in a conductive host with an overburden of varying
thickness and resistivity. In all cases, the focus is placed on delivering full system forward modelling across all supported types
of data. Our implementation is modular, meaning that the bulk of the algorithm is independent of data type, making it easy
to add support for new types. Having implemented forward response routines and file I/O for a given data type provides
access to a robust and general inversion engine. This engine includes support for mixed data types, arbitrary model parameter
constraints, integration of prior information and calculation of both model parameter sensitivity analysis and depth of
investigation. We present a review of our implementation and methodology and show four different examples illustrating the
versatility of the algorithm. The first example is a laterally constrained joint inversion (LCI) of surface time domain induced
polarisation (TDIP) data and borehole TDIP data. The second example shows a spatially constrained inversion (SCI) of
airborne transient electromagnetic (AEM) data. The third example is an inversion and sensitivity analysis of MRS data, where
the electrical structure is constrained with AEM data. The fourth example is an inversion of AEM data, where the model is
described by a 3D sheet in a layered conductive host.
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Introduction

A wide range of near-surface electric and electromagnetic
geophysical measurement techniques are routinely employed
for vastly different purposes within a variety of disciplines in
modern science and engineering. Combining advanced forward
modelling with sophisticated inversion schemes allows for
obtaining accurate information on electric resistivity properties
of geological layers, however, such algorithms are typically
limited to the modelling of a single or a few types of data.
Examples of this include:

1D inversion of frequency domain ground conductivity meter
data (Santos, 2004),

¢ airborne frequency domain data in 1D (Sengpiel and Siemon,
2000),

e versatile inversion of frequency domain EM data in 1D
(Oldenburg and Jones, 20115),

Journal compilation © ASEG 2015

1D holistic inversion of airborne frequency (Brodie and
Sambridge, 2006a) and time domain EM data (Brodie and
Sambridge, 20065),

1D inversion of frequency and time domain data (Christensen
and Auken, 1992),

1D approximate inversion of time domain data (Tartaras et al.,
2000; Christensen, 2002; Macnae et al., 1991),

1D inversion of multiple types of time domain data (Oldenburg
and Jones, 2011c¢),

3D inversion of airborne time and frequency domain data
(Newman and Alumbaugh, 1997; Cox et al., 2010, Oldenburg
etal., 2013),

2D inversion of resistivity (electrical resistivity tomography,
ERT)and induced polarisation (IP) data (Loke and Barker, 1996;
Lokeetal.,2006; Oldenburg and Li, 1994, Fiandacaetal.,2013),
3D inversion of ERT data (Giinther et al., 2006; Riicker et al.,
2006),
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e 3D inversion of ERT data with IP (Yoshioka and Zhdanov,
2005; Loke, 2011; Oldenburg and Jones, 2011a),

e 3D inversion of magnetotellurics data (Gribenko et al,
2010),

* inversion of magnetic resonance soundings (MRSs) recovering
water content (Mohnke and Yaramanci, 2002; Mueller-Petke
and Yaramanci, 2010; Hertrich et al., 2005)

Implementing just the base of such inversion algorithms can be a
tremendous task in itself and often resources will limit the stage of
development that can be reached. For this paper we present a more
unusual research algorithm, Aarhuslnv, in the sense that it
supports a broad spectrum of data types. AarhusInv has further
been allowed to reach a point of production maturity, while at the
same time being very actively developed for various research
projects. Reaching this stage has to a large degree been made
possible by support from the ongoing Danish national mapping
of groundwater resources (Thomsen et al., 2004; Moller et al.,
2009). This project was initiated in the late 1990s and has
provided stable funding and extensive production use of the
algorithm, including inversion of ERT data, PACES (Serensen
et al., 2005), ground-based TEM and airborne SkyTEM data
(Serensen and Auken, 2004). Furthermore, there have been
many contributions on various parts of the algorithm, hence
the long list of co-authors on this paper.

The main distinction to other algorithms reported in the
literature is how different high accuracy forward models,
spanning multiple data types, are brought together in a
common inversion framework. This framework is not only
optimised for production but also flexible for research, by
supporting arbitrary spatial constraints and full integration of
a priori information on any model parameter.

AarhusInv is freely available for university research
institutions. Over time, it has been used for the inversion of an
extensive amount of vastly different datasets, collected over all
continents of the world. Some of the most prominent include
an 18 000 line km Versatile Time-domain ElectroMagnetic
(VTEM) survey conducted over the Okavango delta,
Botswana (Podgorski et al., 2013); a 34 000 line km SkyTEM
survey in the Broken Hill area of Australia in 2009; a 14 000
line km survey in India in 2013; and a 1000 line km TEMPEST
survey on Eyre peninsula of South Australia (Auken et al.,
2009a). For the Danish groundwater mapping project it has
been used for inversion of ~40 000 ground-based TEM
soundings, 25 000 line km of SkyTEM and several thousand
ERT profiles. We estimate that the algorithm has inverted
more than 400 000 line km of airborne data since 2005,
including data from the Resolve system (Fugro Inc.), DigHEM
(Fugro Inc.), SkyTEM (Serensen and Auken, 2004), VTEM
(Witherly et al., 2004), AeroTEM (Balch et al., 2003) and
TEMPEST (Lane et al., 2000).

In this paper, we provide a review of the numerical
implementation and demonstrate its flexibility and capabilities
through examples. A core component is a constrained model
framework which has proven successful for many different
geologies, ranging from mapping of paleo channels in
sedimentary environments to mapping of perched aquifers in a
weathered volcanic geology (Jergensen and Sandersen, 2006;
d’Ozouville et al., 2008; Danielsen et al., 2003; Reid et al., 2007;
Siemon et al., 2002). We begin by describing the design of the
algorithm along with a list of supported data types and instrument
geometries. This is followed by a review of the forward and
inverse modelling schemes. Finally four field data examples
illustrate the algorithms versatility to operate on data collected
on the ground, in the ground and in the air.

Methodology
Modular algorithm layout

Since the origin of AarhusInv in 1995-1997, its feature set has
evolved significantly, but in its simplest form the functionality is
still to invert a set of geophysical soundings for a set of layered
1D models connected through constraints. The algorithm
was formerly known as emldinv, but with the introduction of
multidimensional responses we changed the name to AarhusInv
in2012. The code base is in Fortran 95/77 and the program itselfis
a command line application with no user interface and with all
input/output conducted through ASCII files. This structure is
flexible and very well suited for functioning as an integrated
inversion engine, as in the case of the front end GUI applications
Aarhus Workbench (Auken et al., 2009¢), EMMA (Auken et al.,
2002)and SPIA (www.hgg.au.dk). The algorithm is implemented
in a general modular manner as conceptually outlined in Figure 1.
This figure is supplemented by Table 1, providing full details
on supported data types, measurement geometries, and key
references.

Starting from the top in Figure 1 a general model input file of
flexible format is read first. This model file contains a starting
model definition, specifies arbitrary regularisation constraints
and holds prior information. Following model file input is the
reading of data files in the data file input module. These files are
encoded in data type specific formats, which are transparently
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Fig. 1. [Illustration of the modular algorithm design. All modules are
implemented in a general manner to support any data type, except for the
data file input and forward response modules which contains data type specific
branches.
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Table 1. Overview of supported data types and configurations. All time domain responses can be calculated as step or impulse response or with an
arbitrary waveform.
1D, 2D and 3D are the dimensionalities of the response; E is electric field; H is magnetic field; E,, E,, E. H,, H,, H. are the x, y and z are the principal components of
the electric and magnetic fields; DC is direct current (geoelectric), DC/IP is DC with time domain induced polarisation; MRS is magnetic resonance sounding. Key
references for the basic electromagnetic calculations include 'Ward and Hohmann (1988), >Wannamaker et al. (1984), *Xiong (1989). DC/IP responses in 1D are
described by “Zhdanov and Keller (1994) and *Fiandaca et al. (2012) with the special case of electrodes in the layered half-space which follows ®Sato (2000). 2D
DC/IP uses a generalisation of the approach described by "Kemna et al. (2000) and is reported by *Fiandaca et al. (2013). Sheets follow the theory of *Weidelt
(1983) and the implementation by 19Zhou (1989) with an additional time transform as discussed in 11Schampe:r et al. (2013). MRS follows the equations in
2Weichman et al. (2000) and is reported in '*Behroozmand et al. (20125). Surface wave seismics are reported in '*Wisén and Christiansen (2005).
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handled by the modules internal branching to the relevant sub
modules. Note that mixing of any number of different data types
is supported, allowing for unrestricted joint inversions. Having
filled the internal data structures from input files these structures
are passed on to the general inversion module which starts the
iterative inversion process. During the iterative course of
minimising the residual the inversion module calls the forward
response module (see Appendix A) for the calculation of forward
response updates and derivatives. The forward response module
also handles data type specific branching transparently, simply
performing the requested calculations and returning the result to
the inversion module. Internally, the forward response module
makes data type dependent calls to a library of common routines.
Having iteratively solved the inverse problem (see next paragraph
and Appendix B) the result is sent to the general model analysis
module, which calculates a model parameter sensitivity analysis.
Finally the depth of investigation (DOI) is calculated based on the
actual model output from the inversion process and a recalculated
sensitivity (Jacobian) matrix (Christiansen and Auken, 2012).
Following the DOI calculation a result file is finally written in a
general file format.

Forward modelling

From a forward modelling point of view AarhusInv provides a
wide range of options for simulating a given measurement
system. This is particularly important for TEM data, as
neglecting the influence of system parameters such as
geometry, waveform or filters can lead to serious modelling
error as described for TEM by Christiansen et al. (2011) and
Fiandaca et al. (2012) for DC/IP. The extent to which the
algorithm allows for full system forward modelling is
relatively unique and makes it possible to compare model
results from different data types as directly as possible. Key
references for the forward modelling are given in the caption of
Table 1. It is outside the scope of this paper to describe all these
different solutions and therefore we have in Appendix A chosen
to give descriptive details on the 1D EM solutions which are
also the most used parts of AarhusInv.

The forward modelling is an implemented parallel using
OpenMP and scales close to linearly running on 1-64 processors.
All vectors and matrices are furthermore implemented sparsely
making the memory consumption relatively low even for very
large inverse problems. It is out of the scope of this paper to
describe the details of this implementation and we therefore
refer to Kirkegaard and Auken (2014) for all details.

Inverse modelling

The mathematical formalism of the inverse modelling scheme
follows the established practice by Menke (1989). Details
are provided by Auken et al. (2005) and Appendix B gives
in-depth details to the implementation of the inversion.
Here, we focus on presenting the flexibility and capabilities
of the algorithm. Essentially, we use a Gauss-Newton style

minimisation scheme with a Marquardt modification
(Marquardt, 1963) to find the set of model parameters that
minimise the L, misfit with respect to observed data,
regularising and prior information. All datasets are inverted
simultaneously, minimising a common object function.
Consequently, the output models are balanced between the
constraints, the physics and the data. Model parameters that
have little influence on the data will be controlled by the
constraints, and vice versa. The use of, for example, lateral or
spatial constraints on a collection of models allows for
information to propagate across a survey area.

Model constraints are applied between any two parameters
of the same type by specifying the variance of the difference
between the two and the uncertainty of prior information is
similarly specified by the variance of the given prior value.
The AarhusInv implementation itself is unbiased in terms of
how constraints should be defined and thus leaves this to be
specified by the user in the input model file. This format allows
for arbitrary constraints linking any model parameters, i.e. a set
of 1D models can be linked by 3D constraints in any way.
Typically, we apply constraints in the form of 1D laterally
constrained inversion (LCI; Auken et al., 2005) and 1D
spatially constrained inversion (SCI; Viezzoli et al., 2008) for
producing quasi 2D and quasi 3D models, respectively. The
constraining formulation is flexible and allows for constraints
and prior information on both primary and secondary model
parameters. We define primary model parameters as the actual
parameters of the layered model, e.g. resistivities and thicknesses,
whereas secondary model parameters are any parameters that can
be derived from linear combinations of the primary parameters,
e.g. depths and elevations (Auken et al., 2005). This can be
utilised for example when integrating prior information from a
borehole, where the known parameter is typically the depth of a
layer interface and not a layer thickness.

For the inversion of airborne data we allow including the
instrument altitude as a model parameter, as will be discussed in
more detail in the airborne example. In the case of helicopter data
the pilot attempts to follow the terrain topography and maintains
a relatively constant altitude, whereas in fixed wing surveys the
aircraft typically operate at almost constant elevation. In this case
it is desirable to supply lateral constraints linking the modelled
instrument elevation of neighbouring models, instead of linking
the primary model parameters in the form of height above terrain.
Table 2 shows which additional model parameters are included
in the inversion for certain airborne systems. These parameters
are all in excess of the primary and secondary parameters of
resistivity, thickness and depth.

In conjunction with any inversion result a model parameter
analysis can be calculated, obtaining estimates of the resulting
model uncertainty. This is done by calculating the covariance
matrix of the resulting model of the inversion (Tarantola and
Valette, 19824, Auken and Christiansen, 2004), which provides
a linearised error estimate. Since we perform our inversion
in logarithmic model space for numerical stability, the values

Table2. Additional inversion model parameters for relevant system types. The base model parameterisation includes resistivity, thickness and depth.

Optional inversion parameters

System type Additional parameters

Purpose

Receiver altitude/elevation
Data shift
Receiver pitch roll and position

All airborne TEM system
All airborne TEM systems
Fixed wing TEM systems

MRS Water content, T,* and stretch parameter (T,* distribution)
Chargeability, C and time constant (Cole-Cole parameters)

DC/1pP

Sheets Sheet position, size, strike and dip

Correction for inaccurate determination of altitude
Correction of data level

Correction for bird pitch, roll and position
Additional parameters in model space

Additional parameters in model space

Additional parameters in model space
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obtained from such a sensitivity analysis can conveniently be
regarded relative measures of uncertainty. Absolute error
estimates from logarithmic space are translated into a standard
deviation factor in linear space, such that 1.0 is equal to perfect
resolution and 1.1 corresponds to a standard deviation of ~10%.
We find that when such linearised error estimates become much
larger than unity they are best viewed as guidelines, however.
The use of error estimates will be illustrated in the following
examples.

We finalise the inverse modelling procedure by calculating
the DOI for the resulting output models, an operation which
relies on a reweighting of the Jacobian matrix. The computations
employ a global and absolute sensitivity threshold value, which
has been tuned for operating in logarithmic model/data
space (Christiansen and Auken, 2012). For a given model, the
DOI calculations consider only the parts of the Jacobian related
to observed data, implying that the effect of lateral, spatial or
vertical model parameter constraints and a priori information
is not included. With this type of DOI estimate it is possible
to judge when the information in a model is driven by data or
heavily dependent on the starting model or specifics of the
regularisation.

Limitations due to dimensionality of the forward response
and inversion

The functionalities described so far illustrate the general
capabilities of the algorithm at its current stage of development,
but obviously its inherent limitations should also be considered.

First of all the algorithm base began as a 1D implementation
and the whole suite of EM methods are still limited to 1D forward
modelling with the exception of 3D sheets. For DC and IP the
forward algorithms are present in both 1D and 2D versions and
a 3D implementation is close to being complete. Solving the
physical problemin 1D can be a limitation for applications such as
mineral exploration, whereas studies of sedimentary settings fits
well within a 1D modelling envelope (e.g. Auken et al., 2008;
Viezzoli et al., 2010).

Second, while being implemented as generally as possible, our
regularisation and inversion schemes are fundamentally based
on a static formulation. This means that it is not possible to
experiment with e.g. Tikhonov-style variable regularisation
parameters. However, the least-squares (L2-norm) solution can
be changed to use the L1-norm or the sharp boundary formalism
by Zhdanov et al. (2000) and Vignoli et al. (2013).

Examples

In the following we show four examples demonstrating the
capabilities and versatility of the Aarhuslnv algorithm. In the
examples we show inversions of data collected on the ground, in
the ground and in the air. We also illustrate the use of spatial,
lateral and vertical constraints. The examples are chosen to
illustrate widely varying scales of interest, ranging from small
scale engineering type of problems to large regional scale surveys.
We further illustrate the use of prior information and provide a
synthetic example of joint inversion of mixed type data. Finally
we provide a synthetic example inverting an airborne dataset with
a 3D sheet model.

On and in the ground: DC and time domain induced
polarisation

For our first example we present a novel application of joint 1D
LCI inversion of surface time domain induced polarisation
(TDIP) data and borehole TDIP data. The TDIP method is a
natural and efficient extension of standard DC multi electrode

profiling by simply adding the measurement of the time
dependence of discharge after an injection current is turned
off. Modelling the complete time decay of each data point
in the Cole—Cole formulation (Pelton et al., 1978) allows for
extracting additional independent model parameters, often
making it possible to discriminate earth structures with an
otherwise identical signature. Apart from resistivity, each layer
of an IP model includes the parameters 7, C and M,. Here my is
the magnitude of the chargeability when the injection current is
turned off at =0, 7 is the decay time constant and C is a constant
controlling the frequency dependence of the response. The TDIP
implementation is described in full detail by Fiandacaetal. (2012)
and includes modelling of the full injection current waveform and
low pass filters, which can be a cause of serious modelling error
when neglected. Compared to the methodology presented by
Fiandaca et al. (2012) we add in this example borehole TDIP data
for a joint inversion of two data types sharing a common model
space, in order to demonstrate the versatility of the algorithm.

The investigated area is a former Danish landfill site active
from the 1950s to the 1980s. During this period the landfill was
almost completely unregulated and it was further established
without any kind of membranes, leachate capture or isolation
systems. Previous studies show that oils and chemical waste from
the landfill is contaminating the area by water seepage through the
landfill, but the extent of the pollution is largely unknown.
Additional details of the survey area are provided by Gazoty
etal. (2012). Figure 2 shows the dataset consisting of DC/IP data
collected using a gradient array protocol and an electrode spacing
of 5m, as well as DC/IP data from a pole—pole El-log (Serensen
and Larsen, 1999) collected in a borehole around the centre of the
profile. For the logging a measurement was made for every half
meter down to 24 m. This combined dataset was 1D LCI inverted
for models of 21 layers, discretised in fixed boundaries and
utilising lateral and vertical smoothness constraints.

On the model sections in Figure 2 the position of the borehole
is indicated near the centre. In the right part of the sections further
results for two drillings are superimposed for comparison. From
these boreholes it is tempting to conclude that the waste and
pollution is likely to be localised to the resistive structure in
the vicinity of the boreholes. However, when including the
chargeability (m) section in the interpretation it becomes clear
that the extent of the waste body can possibly be much greater.
In fact the results of the full investigation of 13 profiles and
15 boreholes show a very strong correlation between buried
waste and chargeability, which is undetectable in terms of
resistivity alone. Including log data in a joint inversion
contributes complementary information due its perpendicular
plane of sampling, introducing a completely different
frequency domain kernel since the electrodes are placed in the
ground. The result of including this complementary and very
detailed vertical information is for all model parameters to
become well determined at this position as seen in the right
part of Figure 2. In turn the entire profile benefits from this
added information, since the use of LCI constraints enable lateral
migration of information.

In the air: transient electromagnetic

Most of data being inverted by Aarhuslnv is airborne data from
helicopter and fixed wing systems. To illustrate this key
application we show result of an SCI inversion of SkyTEM
data (Serensen and Auken, 2004). The SkyTEM system uses
dual transmitter moments to provide unbiased time gates from
as early as 6 us up to 10 ms (Schamper et al., 2014). This allows
for accurate forward modelling, including the effects of the
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in the inversion is marked by a black square and results from two boreholes are superimposed on the left hand figures.

waveforms of the dual transmitter moments, low pass filters,
front gate and finite width gates. For the inversion we use
measurements of the vertical component of the secondary field
only and include instrument altitude as a model parameter. In the
more general case of fixed wing type geometry the algorithm
allows for inversion of all field components, including receiver
pitch and roll as model parameters (Auken etal., 20095). We have
also implemented inversion for receiver coil response model
parameter, allowing for the use of data from time gates as
early as 6 us (Schamper et al., 2014)

Our example dataset of 3250 line km was collected in
2009 covering an area of ~820km? intersected by the Danish/
German border, having virtually no topography and covering
the coast to the North Sea. The survey was conducted to provide
a better overall understanding of the hydrogeological setting
in the area and to map the fresh/salt water interface in the
coastal region. Following data acquisition, all couplings due to
man-made installations were removed from the raw dataset
and further processed using the methodology of Auken et al.
(2009¢). The result is a dataset of stacked soundings for
each transmitter moment approximately every 25m. This
dataset was jointly inverted for both moments using 19 layer
1D models with fixed layer boundaries and constrained using the
SCI methodology. We show the results of the inversion in
Figure 3: Figure 3a shows the flight lines of the dataset;
Figure 3b, the depth of investigation; Figure 3¢, the modelled
resistivity at a depth of 74-88m; and Figure 3d, the model
parameter analysis of Figure 3c. From resistivity maps
(Figure 3¢) it as possible to identify important features of both
regional- and more local scale if zooming into the details. This is

illustrated by marking the extent of two buried valley structures
and a large area of salt water intrusion. The geological
interpretation of the dataset including cross-sections and
average resistivity maps is discussed in detail by Jorgensen
et al. (2012).

Mixed data types: magnetic resonance sounding
and airborne TEM

For this example we show a feasibility study involving forward
modelling, inversion and sensitivity analysis of MRS data in
combination with airborne TEM data. The example is intended
to illustrate the capabilities of the algorithm on mixed type
datasets, utilising multiple modules of the algorithm
simultaneously.

The synthetic model of our study is outlined in Table 3 and
represents a 20-m thick aquifer situated at a depth of 50m,
covered by dry sands, a till layer and defined at depth by a
thick layer of clay. For this synthetic model we consider two types
of synthetic data: an airborne TEM sounding and a ground-based
MRS sounding. The TEM sounding simulates a SkyTEM system
with a 300 m? transmitter loop situated at an altitude of 30m,
acquiring data for time gates ranging from 10 us to 1 ms. For the
inversion the simulated data is assigned a uniform noise level of
3%, but no actual perturbation is performed. In case of the
MRS part of the dataset we consider a simulation with a
100m x 100 m square loop. We further set the magnetic field
of the earth to 49300 nT at an inclination of 70° and a declination
of +2° and utilise pulse moment values ranging from 0.11 to 15.0
As. The synthetically generated sounding was assigned and
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Fig. 3. SkyTEM SCI inversion results. (a) Flight lines of the dataset, (b) depth of investigation, (c) modelled resistivity at a depth of 74-88 m and (<) model

parameter analysis of (c).

Table 3. The synthetic model used for mixed modelling of MRS and

airborne TEM data.
Layer Lithology Resistivity ~ Thickness ~ Water  T2* C
(Qm) (m) content  (s)
(m*/m?)
1 Till, some water 40 30 0.1 0.1 1
2 Dry sand 300 20 0.02 0.2 1
3 Saturated sand 80 20 0.4 0.2 1
4 Clay 5 0.4 0.02 1

perturbed for a base noise level of 20 nV, with an additional
uniform noise contribution of 3%.

Traditionally MRS data has been inverted in what can be
referred to as step-wise inversion schemes (e.g. Giinther et al.,

2011; Mueller-Petke and Yaramanci, 2010; Behroozmand et al.,
2012b). This type of inversion starts by inverting a TEM or DC
sounding for a resistivity model, which is then assumed to be the
true model in a subsequent inversion for MRS model parameters
(water content ratio /¥ and relaxation time T2*). In other words
the MRS kernel function, which is a function of the resistivity
model, is assumed fixed. Behroozmand et al. (2012a) proposes a
joint inversion methodology where the resistivity model
parameters are free in the inversion, implying that the MRS
kernel has to be updated for each iteration of the inversion
requiring a fast numerical implementation of the MRS kernel.
In the following we compare the resolution capabilities of these
two methods.

In Figure 4, the model results of a traditional step-wise
inversion of the simulated data is shown. The figure features
dashed blue lines for indicating 68% confidence intervals, as
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Fig. 4. Results of MRS and airborne TEM step-wise inversion. The grey
lines show the true model and the black lines show the inverted model results.
The dashed black lines indicate 68% confidence intervals, as obtained from
model parameter analysis, with a circle superimposed to indicate uncertainty
so large that it goes out of the scale of the figure. We note that for the resistivity
the sensitivity analysis is based on TEM data alone.
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Fig. 5. MRS and airborne TEM full joint inversion results. The grey lines
show the true model parameters and the black lines the inverted parameters.

The dashed lines indicate 68% confidence intervals, as obtained from
model parameter analysis.

obtained from a sensitivity analysis. It is clear that the upper- and
lower-most boundaries of the resistivity model are very well
resolved, whereas the layering in between these boundaries is
completely undetermined. If a noise perturbation had been
applied to the TEM data, the obtained model result would
have been very far from the true model for the two highly
resistive layers. Turning to the MRS model we see that the
water content of the synthetic model is well resolved for the
top two layers, but underestimated for the lower lying water
bearing sand layer with the true value out of range of the model’s
68% confidence intervals. This mismatch is caused by the slightly
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Fig. 6. Thin sheet inversion results where the sheet is buried under a
conductive overburden. (a) 3D view of the thin sheets with the starting,
true and final estimated models (the last two are confounded), the dots show
the airborne TEM sounding locations; (b) 2D top view; (c) data profile with the
synthetic generated data (noise has been added at late times), the response of
the starting model, and the response of the final model.

wrong layer thicknesses fixed in the resistivity model, which in
turn forces the modelled water content to compensate for the
MRS kernel function being slightly off. For the bottom layer the
inverted water content is found to be even further from the true
model, but in this case the deviation can to a larger degree be
attributed to a high degree of uncertainty as it is closer to the depth
ofinvestigation. In general, T2* values are found to be reasonably
well resolved for all layers.

In Figure 5, the result of the joint inversion scheme is shown.
The first thing to note is how all layers of the resistivity model have
become well resolved, also in the case of the two resistive layers.
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Determination of layer thicknesses has improved in particular,
due to the combined, complementary information provided
by the SkyTEM and MRS signals. In the case of MRS model
parameters this point can be seen from the water content model
being very accurately reproduced for the top three layers, while
the improvement for the deepest lying layer is less pronounced as
it is closer to the depth of investigation. For the T2* model the
impact of the coupled scheme is very little.

Airborne TEM and sheets inversion

In the AarhusInv code, the forward modelling of thin sheets is
based on the algorithm developed by Zhou (1989) with the
mathematical formulation from Weidelt (1983). This algorithm
calculates the response from several arbitrarily located thin sheets
in a conductive layered host. The sheets have both inductive and
channelling current modes. If several sheets are used they will be
inductively coupled. To speed up the computation the algorithm
uses OpenMP to take advantage of multi-processor computer
architecture, and an efficient solver has been added to compute the
scattered fields for inversion of airborne datasets where many
source-receiver locations need to be computed. Furthermore, the
algorithm has been extended to include both dipole and finite loop
sources, and it calculates responses both in the time and frequency
domain as stated in Tables 1 and 2.

We willillustrate the use of this part of AarhusInv on synthetic
transient AEM data as shown in Figure 6. The model has a 20 m
conductive overburden of 50 Qm, covering a resistive halfspace
of 1000 Qm. The sheet is in the resistive host and has a
conductance of 50 S, a top depth of 30 m, a maximum depth
of 175 m, and both its dip and strike angles are 45° (Figure 6a).
The simulated AEM dataset has a line spacing of 100 m with
a sounding spacing of 20m along the lines (Figure 6b) and
z-component data only. The flight altitude is 30m and
recorded times span from ~10us to a few ms depending on
the noise. Random noise at a slope of /"> and a noise level of
1nV/m? at 1 ms was added to the data (Schamper et al., 2014).
Figure 6c illustrates the fit obtained after inversion with some of
the recorded times along the central profile. The starting model
parameters are indicated in the figure. The parameters in the
inversion are sheet conductance, dip, strike, layered model
parameters and flight altitude. In the present case, the sheet is
well determined with the TEM method and the final estimated
model is well recovered and almost identical to the true model as is
also indicated by the parameter determination (not shown here).

Conclusions

We have presented an overview of a proven, versatile and flexible
production inversion algorithm, capable of inverting mostelectric
and electromagnetic data types and supporting most instruments
normally used within the field of near surface geophysics. The
algorithm is freely available for academic use and provides
the user with freedom to specify arbitrary 3D regularisation
constraints, include any amount of prior information and invert
for mixed type datasets. Our implementation focuses on
consistently accurate system forward modelling independent of
data type and instrument, which not only ensures accuracy,
but can also be regarded a prerequisite for joint inversion of
data collected using instruments of different transfer function.
The implementation is modular, meaning that the bulk of
the algorithm is independent of data type, making it very easy
to add support for new types of data. Calculation of both model
parameter sensitivity analysis and depth of investigation is a key
feature and it is handled automatically regardless of configuration
and data types.

The versatility of the algorithm is illustrated by four different
examples. First, we showed the joint inversion of a resistivity/
time-domain IP dataset with electrodes both located in the ground
and on the surface. This example provides an illustration of how
including Cole—Cole parameters in the model greatly improves
the delineation of a former landfill. Second, we have shown
results of a large scale airborne TEM survey where the combined
information from maps of average resistivity, depth-of-
investigation and model parameter analysis improves the
understanding of the underlying geology. Third, we have
shown a synthetic example where we jointly invert Airborne
TEM data with ground-based MRS data. These two model-spaces
are only vaguely related, but we show how the mutual information
significantly improves the resolution of both the resistivity- and
the water content model. In the fourth example we showed a
synthetic example inverting Airborne TEM data with a 3D sheets
model.
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Appendix A

1D EM forward calculation
The type of problem we consider consist of a given instrument source, receiver and layered half-space for which to solve Maxwell’s
equations. We do this in order to calculate some or all of the electromagnetic field components, or their time derivatives, at the position of
the receiver. This type of calculation is normally performed in the frequency domain and can be formulated to exploit symmetry by
choosing the gauge leading to the Schelkunoff potential formulation. In the following analysis, we closely follow Ward and Hohmann
(1988). In the Schelkunoff formalism we operate on the electric and magnetic vector potentials A and F from which the actual
electromagnetic fields can be determined by means of differentiation. This formulation is desirable since the vector potentials pointin the
direction of a source with a convenient geometry, allowing for calculation of all EM field components from just a single non-zero
component of either A or F. In cases of more complicated geometry the problem can be reduced to solving multiple simple problems by
means of mode decomposition.

In equation A-1, we show the characteristic type of equation to be solved in order to calculate the non-zero component of the vector
potentials, here in the case of a z-directed magnetic source.

F(x,y,z) o 2 ” fe,y,z,k} + g )e B k) dk d, (A-1)

where Z = iuwm, u is the magnetic permeability, w is the angular frequency, k. and k, are the wavenumbers in the x- and y-directions.

Werecognise this double integral as an inverse 2D Fourier transform, which can be reduced to a single integral by applying an inverse
Hankel transform instead. This is possible since fis cylinder symmetric given its dependence on &2 + kg and allows for the equation to
be rewritten in simpler form:

Flp.2) zJ L 2)do(p)di (A2)
0

where A is the space frequency, and J, is the Oth order Bessel function. This type of inverse Hankel transform integral can be evaluated
very efficiently using digital filter methods as described by Johansen and Serensen (1979) and Christensen (1990). Given the ability to
efficiently solve inverse Hankel transform type integrals allows for fast calculation of any EM field component, by simple means of
differentiation of the vector potential equations. In the calculation of the type of integral in equation A-2 the most time consuming part
becomes the evaluation of the integrand function /. This function includes a frequency dependent reflection coefficient, essentially
accounting for the amplitudes of up- and down-going damped waves within the layered half-space. This is calculated from a recurrence
relation going up through the layering which becomes the effective bottlenecking term, making the calculation time scale linearly with
the number of layers in the half space. In the case of frequency domain data these are simply the transmitted frequencies of the system,
whereas the frequency space needs to be more systematically sampled for time domain problems. In this latter case we solve for a data
type specific number of logarithmically spaced frequencies per decade and transform into the time domain using an inverse sine/cosine
digital filter transform (Johansen and Serensen, 1979; Newman et al., 1986). This approach is much more efficient than a standard inverse
fast Fourier transform and for late times we also find it more stable and accurate than the faster Gaver-Stehfest inverse Laplace transform
(Knight and Raiche, 1982). To get to the final time domain result from the discretely transformed frequency domain data we apply an
interpolating bicubic spline to obtain results for the particular points in time of interest.

For the accuracy of the resulting responses we note that this is determined mainly by the sampling density of the digital filters. Higher
density implies more computations, meaning thata performance/accuracy compromise has to be made. We allow for the user to manually
tune this trade off, but provide default settings for an error of around 0.3% for frequencies up to 100—200 kHz and for a time domain error
of'less than 1% for times as early as 4 us. These frequencies and times are somehow dependent on the overall conductivity of the ground
and thus high frequencies and early times are more inaccurate for very high resistivities than for low resistivities.

Ever since the codebase was started more than 15 years ago, all responses and common routines have been routinely validated against
both analytical expressions and other forward modelling algorithms.

Modelling the system transfer function for TEM systems

An important aspect of modelling a complete TEM system is accounting for the transmitter waveform. In the case of a step function
this is done directly by integration in the frequency domain (Bracewell, 1986), while the general case of arbitrary waveform is handled by
convolution in the time domain using the approach of Fitterman and Anderson (1987). These authors show that an arbitrary waveform
can be accounted for by a simple rewrite of the convolution so it is expressed as a sum over a numerical differentiation of a piece-wise
linear waveform.

Of equal importance is accounting for the receiver frequency characteristics. Not only does a receiver coil itself have a frequency
characteristic, but further low-pass filters are typically also applied and both can have a significant influence on the measured signal over
the dynamic range of interest. Efferse et al. (1999) describes how low and high pass filtering are implemented in the frequency domain
before transforming to the time domain. This is done by a simple multiplication of a filter response function, here in the form of a
Butterworth filter, with the same approach used for modelling of low pass filters for TDIP responses. The effect of finite gate width is
included in the modelling by integrating cubic spline functions over the width of the gate. If finite gates are not used the response at the
gate centre times are calculated from alocal interpolation using cubic splines. Some instruments further utilise a special gate right after the
receiver coil. This gate serves to prevent strong primary fields from saturating the receiver amplifiers during transmitter turn on and it is
modelled by convolving a shifted heavy side function with the step response.

Using SkyTEM as an example the full procedure for forward modelling the response becomes: (1) the filter effect of the receiver coil is
modelled in the frequency domain as a simple product; (2) the frequency domain response is transformed to the time domain using a
Hankel transform; (3) the front gate is convolved with the step response; (4) low pass filters in the receiver instrument are applied as anew
convolution; (5) a piece-wise linear waveform is applied by numerical differentiation; and finally (6) gates are calculated by integrating
the response over the length of the gates.
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Appendix B

Least-squares inversion

The inversion is performed iteratively, by following the established practice of linearised approximation of the non-linear forward
mapping of the model to the data space, by the first term of the Taylor expansion (Menke, 1989; Auken et al., 2005). The n+1th update
of the model vector m,,. is obtained by:

My =m, + [GTC'G, + 2,01 [GTC71od)) (B-1)

where the Jacobian G, the data vector update dd), and the covariance matrix C’ incorporate both the a priori and the roughness
constraints and are defined as:

G,
G =|P (B-2)
R
od, d, — dops
od, = | om, | = | m, — My, (B-3)
or, —Rm,,
Cops 0 0
C=|0 Cpior 0 (B-4)
0 0 Cyr

In equation B-2, G, represents the Jacobian of the forward mapping. For 1D LCI/SCI solutions the matrix G, is computed by
differentiation of forward responses F p: G2/ = (Fip(m+Am 1)~ F T (m)/(Am ), for datum 7 and model parameter j. On the contrary, in
the 2D DC/IP implementation the Jacobian is computed with the adjoint method approach (Fiandaca et al., 2013). P is the matrix with
dimension N, X N, (N, being the number of model parameters), necessary to impose the constraints on the a priori values. R is the
roughness matrix, in which each row represents one roughness constraint (each row is zero everywhere except for the two elements
corresponding to constrained parameters, elements being equal to 1 and —1).

The constraints also appear as extra terms in the definition of the data vector update dd,, (equation B-3), that is composed of the
distance dd,, between the nth forward response d,, and the observed data d,,,, the distance dm,, between the nth model vector m,,
and the a priori model vector m,,,,,, (used also as starting model for the iterative procedure) and the roughness of the nth model vector
or,=—Rm,,

The covariance matrix C’ of equation B-4 is defined in terms of the covariance on the observed data C,,, the covariance on the a priori
information C,,,,,,and the covariance on the roughness constraints Cg. All three matrices are considered diagonal; the elements of C,,,.,-
and Cy control the strength of the constraints, while the elements of C,, reflect the noise content of the data.

The matrices P, R, C,,;,, and Cg, as well as the vectors om,, and Jr,, are split in two parts in order to account for prior/roughness
constraints on both the primary parameters (e.g. resistivity and thickness) and on depths. In fact, the depths are not included directly in
the model space, and a special formulation of the matrices is needed to include the depth prior/roughness constraints in equation B-1
(see Auken et al. (2005) for details)

In equation B-1, the parameter 4, is the Marquardt damping parameter (Marquardt, 1963), iteratively updated to stabilise the
inversion process through an adaptive algorithm that damps the step size. This algorithm uses as damping value 4,, the maximum diagonal
value of the G C'~' G/, matrix, reduced by an iterative-dependent scaling factor f:

Jn = max diag(GTC''G) A, (B-5)

The damping is used to stabilise the solution of the linear system of equation B-1, but a constraint on the ‘step size’ of the iteration,
i.e. the size of the model update m,,; — m,, is also imposed through f, (the step size is reduced by increasing f,). When
increasing the iteration number n, the scaling factor f, is decreased and the step size is increased ensuring a robust and efficient
damping scheme.

The object function minimised by equation B-1 is expressed by

/T (=15 77\ 3
o_ (la7C o] (B-6)
Ng + Ny + Np

in which N, N,,, N represent the number of data points, the number of model parameters and the number of constraints. The output
models are then balanced between the data (through the forward response, i.e. the physics), the a priori constraints and the roughness
constraints.
Finally the covariance of the estimator error C,,, (Tarantola and Valette, 19825) is used in AarhusInv to estimate the resolution of the
inverted model by using its expression for linear mappings on the last iteration N
Cew = (G C7'G), )7 (B-7)
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